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The small city of Reading, Pennsylvania, has had a tough go of it in the
postindustrial era. Nestled in the green hills fifty miles west of Philadelphia, Reading
grew rich on railroads, steel, coal, and textiles. But in recent decades, with all of
those industries in steep decline, the city has languished. By 2011, it had the highest
poverty rate in the country, at 41.3 percent. (The following year, it was surpassed, if



poverty rate in the country, at 41.3 percent. (The following year, it was surpassed, if

barely, by Detroit.) As the recession pummeled Reading’s economy following the
2008 market crash, tax revenues fell, which led to a cut of forty-five officers in the
police department—despite persistent crime. 
Reading police chief William Heim had to figure out how to get the same or better
policing out of a smaller force. So in 2013 he invested in crime prediction software
made by PredPol, a Big Data start-up based in Santa Cruz, California. The program
processed historical crime data and calculated, hour by hour, where crimes were
most likely to occur. The Reading policemen could view the program’s conclusions
as a series of squares, each one just the size of two football fields. If they spent more
time patrolling these squares, there was a good chance they would discourage crime.
And sure enough, a year later, Chief Heim announced that burglaries were down by
23 percent. 

Predictive programs like PredPol are all the rage in budget-strapped police
departments across the country. Departments from Atlanta to Los Angeles are
deploying cops in the shifting squares and reporting falling crime rates. New York
City uses a similar program, called CompStat. And Philadelphia police are using a
local product called HunchLab that includes risk terrain analysis, which
incorporates certain features, such as ATMs or convenience stores, that might attract
crimes. Like those in the rest of the Big Data industry, the developers of crime
prediction software are hurrying to incorporate any information that can boost the
accuracy of their models. 

If you think about it, hot-spot predictors are similar to the shifting defensive models
in baseball that we discussed earlier. Those systems look at the history of each
player’s hits and then position fielders where the ball is most likely to travel. Crime
prediction software carries out similar analysis, positioning cops where crimes
appear most likely to occur. Both types of models optimize resources. But a number
of the crime prediction models are more sophisticated, because they predict
progressions that could lead to waves of crime. PredPol, for example, is based on
seismic software: it looks at a crime in one area, incorporates it into historical
patterns, and predicts when and where it might occur next. (One simple correlation
it has found: if burglars hit your next-door neighbor’s house, batten down the
hatches.) 

Predictive crime models like PredPol have their virtues. Unlike the crime-stoppers in
Steven Spielberg’s dystopian movie Minority Report (and some ominous real-life
initiatives, which we’ll get to shortly), the cops don’t track down people before they
commit crimes. Jeffrey Brantingham, the UCLA anthropology professor who
founded PredPol, stressed to me that the model is blind to race and ethnicity. And
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unlike other programs, including the recidivism risk models we discussed, which
are used for sentencing guidelines, PredPol doesn’t focus on the individual. Instead,
it targets geography. The key inputs are the type and location of each crime and
when it occurred. That seems fair enough. And if cops spend more time in the high-
risk zones, foiling burglars and car thieves, there’s good reason to believe that the
community benefits. 

But most crimes aren’t as serious as burglary and grand theft auto, and that is where
serious problems emerge. When police set up their PredPol system, they have a
choice. They can focus exclusively on so-called Part 1 crimes. These are the violent
crimes, including homicide, arson, and assault, which are usually reported to them.
But they can also broaden the focus by including Part 2 crimes, including vagrancy,
aggressive panhandling, and selling and consuming small quantities of drugs. Many
of these “nuisance” crimes would go unrecorded if a cop weren’t there to see them. 

These nuisance crimes are endemic to many impoverished neighborhoods. In some
places police call them antisocial behavior, or ASB. Unfortunately, including them in
the model threatens to skew the analysis. Once the nuisance data flows into a
predictive model, more police are drawn into those neighborhoods, where they’re
more likely to arrest more people. After all, even if their objective is to stop
burglaries, murders, and rape, they’re bound to have slow periods. It’s the nature of
patrolling. And if a patrolling cop sees a couple of kids who look no older than
sixteen guzzling from a bottle in a brown bag, he stops them. These types of low-
level crimes populate their models with more and more dots, and the models send
the cops back to the same neighborhood. 

This creates a pernicious feedback loop. The policing itself spawns new data, which
justifies more policing. And our prisons fill up with hundreds of thousands of
people found guilty of victimless crimes. Most of them come from impoverished
neighborhoods, and most are black or Hispanic. So even if a model is color blind, the
result of it is anything but. In our largely segregated cities, geography is a highly
effective proxy for race. 

If the purpose of the models is to prevent serious crimes, you might ask why
nuisance crimes are tracked at all. The answer is that the link between antisocial
behavior and crime has been an article of faith since 1982, when a criminologist
named George Kelling teamed up with a public policy expert, James Q. Wilson, to
write a seminal article in the Atlantic Monthly on so-called broken-windows policing.
The idea was that low-level crimes and misdemeanors created an atmosphere of
disorder in a neighborhood. This scared law-abiding citizens away. The dark and
empty streets they left behind were breeding grounds for serious crime. The
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antidote was for society to resist the spread of disorder. This included fixing broken
windows, cleaning up graffiti-covered subway cars, and taking steps to discourage
nuisance crimes. 

This thinking led in the 1990s to zero-tolerance campaigns, most famously in New
York City. Cops would arrest kids for jumping the subway turnstiles. They’d
apprehend people caught sharing a single joint and rumble them around the city in
a paddy wagon for hours before eventually booking them. Some credited these
energetic campaigns for dramatic falls in violent crimes. Others disagreed. The
authors of the bestselling book Freakonomics went so far as to correlate the drop in
crime to the legalization of abortion in the 1970s. And plenty of other theories also
surfaced, ranging from the falling rates of crack cocaine addiction to the booming
1990s economy. In any case, the zero-tolerance movement gained broad support,
and the criminal justice system sent millions of mostly young minority men to
prison, many of them for minor offenses. 

But zero tolerance actually had very little to do with Kelling and Wilson’s “broken-
windows” thesis. Their case study focused on what appeared to be a successful
policing initiative in Newark, New Jersey. Cops who walked the beat there,
according to the program, were supposed to be highly tolerant. Their job was to
adjust to the neighborhood’s own standards of order and to help uphold them.
Standards varied from one part of the city to another. In one neighborhood, it might
mean that drunks had to keep their bottles in bags and avoid major streets but that
side streets were okay. Addicts could sit on stoops but not lie down. The idea was
only to make sure the standards didn’t fall. The cops, in this scheme, were helping a
neighborhood maintain its own order but not imposing their own. 

You might think I’m straying a bit from PredPol, mathematics, and WMDs. But each
policing approach, from broken windows to zero tolerance, represents a model. Just
like my meal planning or the U.S. News Top College ranking, each crime-fighting
model calls for certain input data, followed by a series of responses, and each is
calibrated to achieve an objective. It’s important to look at policing this way, because
these mathematical models now dominate law enforcement. And some of them are
WMDs. 

That said, we can understand why police departments would choose to include
nuisance data. Raised on the orthodoxy of zero tolerance, many have little more
reason to doubt the link between small crimes and big ones than the correlation
between smoke and fire. When police in the British city of Kent tried out PredPol, in
2013, they incorporated nuisance crime data into their model. It seemed to work.
They found that the PredPol squares were ten times as efficient as random patrolling
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and twice as precise as analysis delivered by police intelligence. And what type of
crimes did the model best predict? Nuisance crimes. This makes all the sense in the
world. A drunk will pee on the same wall, day in and day out, and a junkie will
stretch out on the same park bench, while a car thief or a burglar will move about,
working hard to anticipate the movements of police. 

Even as police chiefs stress the battle against violent crime, it would take remarkable
restraint not to let loads of nuisance data flow into their predictive models. More
data, it’s easy to believe, is better data. While a model focusing only on violent
crimes might produce a sparse constellation on the screen, the inclusion of nuisance
data would create a fuller and more vivid portrait of lawlessness in the city. 

And in most jurisdictions, sadly, such a crime map would track poverty. The high
number of arrests in those areas would do nothing but confirm the broadly shared
thesis of society’s middle and upper classes: that poor people are responsible for
their own shortcomings and commit most of a city’s crimes. 

But what if police looked for different kinds of crimes? That may sound
counterintuitive, because most of us, including the police, view crime as a pyramid.
At the top is homicide. It’s followed by rape and assault, which are more common,
and then shoplifting, petty fraud, and even parking violations, which happen all the
time. Prioritizing the crimes at the top of the pyramid makes sense. Minimizing
violent crime, most would agree, is and should be a central part of a police force’s
mission. 

But how about crimes far removed from the boxes on the PredPol maps, the ones
carried out by the rich? In the 2000s, the kings of finance threw themselves a lavish
party. They lied, they bet billions against their own customers, they committed
fraud and paid off rating agencies. Enormous crimes were committed there, and the
result devastated the global economy for the best part of five years. Millions of
people lost their homes, jobs, and health care. 

We have every reason to believe that more such crimes are occurring in finance
right now. If we’ve learned anything, it’s that the driving goal of the finance world
is to make a huge profit, the bigger the better, and that anything resembling self-
regulation is worthless. Thanks largely to the industry’s wealth and powerful
lobbies, finance is underpoliced. 

Just imagine if police enforced their zero-tolerance strategy in finance. They would
arrest people for even the slightest infraction, whether it was chiseling investors on
401ks, providing misleading guidance, or committing petty frauds. Perhaps SWAT
teams would descend on Greenwich, Connecticut. They’d go undercover in the
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taverns around Chicago’s Mercantile Exchange. 

Not likely, of course. The cops don’t have the expertise for that kind of work.
Everything about their jobs, from their training to their bullet-proof vests, is adapted
to the mean streets. Clamping down on white-collar crime would require people
with different tools and skills. The small and underfunded teams who handle that
work, from the FBI to investigators at the Securities and Exchange Commission,
have learned through the decades that bankers are virtually invulnerable. They
spend heavily on our politicians, which always helps, and are also viewed as crucial
to our economy. That protects them. If their banks go south, our economy could go
with them. (The poor have no such argument.) So except for a couple of criminal
outliers, such as Ponzi-scheme master Bernard Madoff, financiers don’t get arrested.
As a group, they made it through the 2008 market crash practically unscathed. What
could ever burn them now? 

My point is that police make choices about where they direct their attention. Today
they focus almost exclusively on the poor. That’s their heritage, and their mission, as
they understand it. And now data scientists are stitching this status quo of the social
order into models, like PredPol, that hold ever-greater sway over our lives. 

The result is that while PredPol delivers a perfectly useful and even high-minded
software tool, it is also a do-it-yourself WMD. In this sense, PredPol, even with the
best of intentions, empowers police departments to zero in on the poor, stopping
more of them, arresting a portion of those, and sending a subgroup to prison. And
the police chiefs, in many cases, if not most, think that they’re taking the only
sensible route to combating crime. That’s where it is, they say, pointing to the
highlighted ghetto on the map. And now they have cutting-edge technology
(powered by Big Data) reinforcing their position there, while adding precision and
“science” to the process. 

The result is that we criminalize poverty, believing all the while that our tools are
not only scientific but fair. 

One weekend in the spring of 2011, I attended a data “hackathon” in New York City.
The goal of such events is to bring together hackers, nerds, mathematicians, and
software geeks and to mobilize this brainpower to shine light on the digital systems
that wield so much power in our lives. I was paired up with the New York Civil
Liberties Union, and our job was to break out the data on one of the NYPD’s major
anticrime policies, so-called stop, question, and frisk. Known simply as stop and
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frisk to most people, the practice had drastically increased in the data-driven age of
CompStat. 

The police regarded stop and frisk as a filtering device for crime. The idea is simple.
Police officers stop people who look suspicious to them. It could be the way they’re
walking or dressed, or their tattoos. The police talk to them and size them up, often
while they’re spread-eagled against a wall or the hood of a car. They ask for their ID,
and they frisk them. Stop enough people, the thinking goes, and you’ll no doubt
stop loads of petty crimes, and perhaps some big ones. The policy, implemented by
Mayor Michael Bloomberg’s administration, had loads of public support. Over the
previous decade, the number of stops had risen by 600 percent, to nearly seven
hundred thousand incidents. The great majority of those stopped were innocent.
For them, these encounters were highly unpleasant, even infuriating. Yet many in
the public associated the program with the sharp decline of crime in the city. New
York, many felt, was safer. And statistics indicated as much. Homicides, which had
reached 2,245 in 1990, were down to 515 (and would drop below 400 by 2014). 

Everyone knew that an outsized proportion of the people the police stopped were
young, dark-skinned men. But how many did they stop? And how often did these
encounters lead to arrests or stop crimes? While this information was technically
public, much of it was stored in a database that was hard to access. The software
didn’t work on our computers or flow into Excel spreadsheets. Our job at the
hackathon was to break open that program and free the data so that we could all
analyze the nature and effectiveness of the stop-and-frisk program. 

What we found, to no great surprise, was that an overwhelming majority of these
encounters—about 85 percent—involved young African American or Latino men. In
certain neighborhoods, many of them were stopped repeatedly. Only 0.1 percent, or
one of one thousand stopped, was linked in any way to a violent crime. Yet this
filter captured many others for lesser crimes, from drug possession to underage
drinking, that might have otherwise gone undiscovered. Some of the targets, as you
might expect, got angry, and a good number of those found themselves charged
with resisting arrest. 

The NYCLU sued the Bloomberg administration, charging that the stop-and-frisk
policy was racist. It was an example of uneven policing, one that pushed more
minorities into the criminal justice system and into prison. Black men, they argued,
were six times more likely to be incarcerated than white men and twenty-one times
more likely to be killed by police, at least according to the available data (which is
famously underreported). 
Stop and frisk isn’t exactly a WMD, because it relies on human judgment and is not
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formalized into an algorithm. But it is built upon a simple and destructive
calculation. If police stop one thousand people in certain neighborhoods, they’ll
uncover, on average, one significant suspect and lots of smaller ones. This isn’t so
different from the long-shot calculations used by predatory advertisers or
spammers. Even when the hit ratio is miniscule, if you give yourself enough chances
you’ll reach your target. And that helps to explain why the program grew so
dramatically under Bloomberg’s watch. If stopping six times as many people led to
six times the number of arrests, the inconvenience and harassment suffered by
thousands upon thousands of innocent people was justified. Weren’t they interested
in stopping crime? 

Aspects of stop and frisk were similar to WMDs, though. For example, it had a nasty
feedback loop. It ensnared thousands of black and Latino men, many of them for
committing the petty crimes and misdemeanors that go on in college frats,
unpunished, every Saturday night. But while the great majority of university
students were free to sleep off their excesses, the victims of stop and frisk were
booked, and some of them dispatched to the hell that is Rikers Island. What’s more,
each arrest created new data, further justifying the policy. 

As stop and frisk grew, the venerable legal concept of probable cause was rendered
virtually meaningless, because police were hunting not only people who might have
already committed a crime but also those who might commit one in the future.
Sometimes, no doubt, they accomplished this goal. By arresting a young man whose
suspicious bulge turned out to be an unregistered gun, they might be saving the
neighborhood from a murder or armed robbery, or even a series of them. Or maybe
not. Whatever the case, there was a logic to stop and frisk, and many found it
persuasive. 

But was the policy constitutional? In August of 2013, federal judge Shira A.
Scheindlin ruled that it was not. She said officers routinely “stopped blacks and
Hispanics who would not have been stopped if they were white.” Stop and frisk, she
wrote, ran afoul of the Fourth Amendment, which protects against unreasonable
searches and seizures by the government, and it also failed to provide the equal
protection guaranteed by the Fourteenth Amendment. She called for broad reforms
to the practice, including increased use of body cameras on patrolling policemen.
This would help establish probable cause—or the lack of it—and remove some of the
opacity from the stop-and-frisk model. But it would do nothing to address the issue
of uneven policing. 

While looking at WMDs, we’re often faced with a choice between fairness and
efficacy. Our legal traditions lean strongly toward fairness. The Constitution, for
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example, presumes innocence and is engineered to value it. From a modeler’s
perspective, the presumption of innocence is a constraint, and the result is that
some guilty people go free, especially those who can afford good lawyers. Even
those found guilty have the right to appeal their verdict, which chews up time and
resources. So the system sacrifices enormous efficiencies for the promise of fairness.
The Constitution’s implicit judgment is that freeing someone who may well have
committed a crime, for lack of evidence, poses less of a danger to our society than
jailing or executing an innocent person. 

WMDs, by contrast, tend to favor efficiency. By their very nature, they feed on data
that can be measured and counted. But fairness is squishy and hard to quantify. It is
a concept. And computers, for all of their advances in language and logic, still
struggle mightily with concepts. They “understand” beauty only as a word
associated with the Grand Canyon, ocean sunsets, and grooming tips in Vogue
magazine. They try in vain to measure “friendship” by counting likes and
connections on Facebook. And the concept of fairness utterly escapes them.
Programmers don’t know how to code for it, and few of their bosses ask them to. 

So fairness isn’t calculated into WMDs. And the result is massive, industrial
production of unfairness. If you think of a WMD as a factory, unfairness is the black
stuff belching out of the smoke stacks. It’s an emission, a toxic one. 

The question is whether we as a society are willing to sacrifice a bit of efficiency in
the interest of fairness. Should we handicap the models, leaving certain data out?
It’s possible, for example, that adding gigabytes of data about antisocial behavior
might help PredPol predict the mapping coordinates for serious crimes. But this
comes at the cost of a nasty feedback loop. So I’d argue that we should discard the
data. 

It’s a tough case to make, similar in many ways to the battles over wiretapping by
the National Security Agency. Advocates of the snooping argue that it’s important
for our safety. And those running our vast national security apparatus will keep
pushing for more information to fulfill their mission. They’ll continue to encroach
on people’s privacy until they get the message that they must find a way to do their
job within the bounds of the Constitution. It might be harder, but it’s necessary. 

The other issue is equality. Would society be so willing to sacrifice the concept of
probable cause if everyone had to endure the harassment and indignities of stop and
frisk? Chicago police have their own stop-and-frisk program. In the name of
fairness, what if they sent a bunch of patrollers into the city’s exclusive Gold Coast?
Maybe they’d arrest joggers for jaywalking from the park across W. North Boulevard
or crack down on poodle pooping along Lakeshore Drive. This heightened police
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presence would probably pick up more drunk drivers and perhaps uncover a few
cases of insurance fraud, spousal abuse, or racketeering. Occasionally, just to give
everyone a taste of the unvarnished experience, the cops might throw wealthy
citizens on the trunks of their cruisers, wrench their arms, and snap on the
handcuffs, perhaps while swearing and calling them hateful names. 

In time, this focus on the Gold Coast would create data. It would describe an
increase in crime there, which would draw even more police into the fray. This
would no doubt lead to growing anger and confrontations. I picture a double parker
talking back to police, refusing to get out of his Mercedes, and finding himself facing
charges for resisting arrest. Yet another Gold Coast crime. 

This may sound less than serious. But a crucial part of justice is equality. And that
means, among many other things, experiencing criminal justice equally. People who
favor policies like stop and frisk should experience it themselves. Justice cannot just
be something that one part of society inflicts upon the other. 

The noxious effects of uneven policing, whether from stop and frisk or predictive
models like PredPol, do not end when the accused are arrested and booked in the
criminal justice sys tem. Once there, many of them confront another WMD that I
discussed in chapter 1, the recidivism model used for sentencing guidelines. The
biased data from uneven policing funnels right into this model. Judges then look to
this supposedly scientific analysis, crystallized into a single risk score. And those
who take this score seriously have reason to give longer sentences to prisoners who
appear to pose a higher risk of committing other crimes. 

And why are nonwhite prisoners from poor neighborhoods more likely to commit
crimes? According to the data inputs for the recidivism models, it’s because they’re
more likely to be jobless, lack a high school diploma, and have had previous run-ins
with the law. And their friends have, too. 

Another way of looking at the same data, though, is that these prisoners live in poor
neighborhoods with terrible schools and scant opportunities. And they’re highly
policed. So the chance that an ex-convict returning to that neighborhood will have
another brush with the law is no doubt larger than that of a tax fraudster who is
released into a leafy suburb. In this system, the poor and nonwhite are punished
more for being who they are and living where they live. 

What’s more, for supposedly scientific systems, the recidivism models are logically
flawed. The unquestioned assumption is that locking away “high-risk” prisoners for
more time makes society safer. It is true, of course, that prisoners don’t commit
crimes against society while behind bars. But is it possible that their time in prison
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has an effect on their behavior once they step out? Is there a chance that years in a
brutal environment surrounded by felons might make them more likely, and not
less, to commit another crime? Such a finding would undermine the very basis of
the recidivism sentencing guidelines. But prison systems, which are awash in data,
do not carry out this highly important research. All too often they use data to justify
the workings of the system but not to question or improve the system. 

Compare this attitude to the one found at Amazon.com. The giant retailer, like the
criminal justice system, is highly focused on a form of recidivism. But Amazon’s goal
is the opposite. It wants people to come back again and again to buy. Its software
system targets recidivism and encourages it. 

Now, if Amazon operated like the justice system, it would start by scoring shoppers
as potential recidivists. Maybe more of them live in certain area codes or have
college degrees. In this case, Amazon would market more to these people, perhaps
offering them discounts, and if the marketing worked, those with high recidivist
scores would come back to shop more. If viewed superficially, the results would
appear to corroborate Amazon’s scoring system. 

But unlike the WMDs in criminal justice, Amazon does not settle for such glib
correlations. The company runs a data laboratory. And if it wants to find out what
drives shopping recidivism, it carries out research. Its data scientists don’t just study
zip codes and education levels. They also inspect people’s experience within the
Amazon ecosystem. They might start by looking at the patterns of all the people
who shopped once or twice at Amazon and never returned. Did they have trouble at
checkout? Did their packages arrive on time? Did a higher percentage of them post a
bad review? The questions go on and on, because the future of the company hinges
upon a system that learns continually, one that figures out what makes customers
tick. 

If I had a chance to be a data scientist for the justice system, I would do my best to
dig deeply to learn what goes on inside those prisons and what impact those
experiences might have on prisoners’ behavior. I’d first look into solitary
confinement. Hundreds of thousands of prisoners are kept for twenty-three hours a
day in these prisons within prisons, most of them no bigger than a horse stall.
Researchers have found that time in solitary produces deep feelings of hopelessness
and despair. Could that have any impact on recidivism? That’s a test I’d love to run,
but I’m not sure the data is even collected. 

How about rape? In Unfair: The New Science of Criminal Injustice, Adam Benforado
writes that certain types of prisoners are targeted for rape in prisons. The young and
small of stature are especially vulnerable, as are the mentally disabled. Some of these
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people live for years as sex slaves. It’s another important topic for analysis that
anyone with the relevant data and expertise could work out, but prison systems
have thus far been uninterested in cataloging the long-term effects of this abuse. 

A serious scientist would also search for positive signals from the prison experience.
What’s the impact of more sunlight, more sports, better food, literacy training?
Maybe these factors will improve convicts’ behavior after they go free. More likely,
they’ll have varying impact. A serious justice system research program would delve
into the effects of each of these elements, how they work together, and which
people they’re most likely to help. The goal, if data were used constructively, would
be to optimize prisons—much the way companies like Amazon optimize websites or
supply chains—for the benefit of both the prisoners and society at large. 

But prisons have every incentive to avoid this data-driven approach. The PR risks
are too great—no city wants to be the subject of a scathing report in the New York
Times. And, of course, there’s big money riding on the overcrowded prison system.
Privately run prisons, which house only 10 percent of the incarcerated population,
are a $5 billion industry. Like airlines, the private prisons make profits only when
running at high capacity. Too much poking and prodding might threaten that
income source. 

So instead of analyzing prisons and optimizing them, we deal with them as black
boxes. Prisoners go in and disappear from our view. Nastiness no doubt occurs, but
behind thick walls. What goes on in there? Don’t ask. The current models
stubbornly stick to the dubious and unquestioned hypothesis that more prison time
for supposedly high-risk prisoners makes us safer. And if studies appear to upend
that logic, they can be easily ignored. 

And this is precisely what happens. Consider a recidivism study by Michigan
economics professor Michael Mueller-Smith. After studying 2.6 million criminal
court records in Harris County, Texas, he concluded that the longer inmates in
Harris County, Texas, spent locked up, the greater the chance that they would fail to
find employment upon release, would require food stamps and other public
assistance, and would commit further crimes. But to turn those conclusions into
smart policy and better justice, politicians will have to take a stand on behalf of a
feared minority that many (if not most) voters would much prefer to ignore. It’s a
tough sell. 

Stop and frisk may seem intrusive and unfair, but in short time it will also be viewed
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as primitive. That’s because police are bringing back tools and techniques from the
global campaign against terrorism and focusing them on local crime fighting. In San
Diego, for example, police are not only asking the people they stop for identification,
or frisking them. On occasion, they also take photos of them with iPads and send
them to a cloud-based facial recognition service, which matches them against a
database of criminals and suspects. According to a report in the New York Times, San
Diego police used this facial recognition program on 20,600 people between 2011 and
2015. They also probed many of them with mouth swabs to harvest DNA. 

Advances in facial recognition technology will soon allow for much broader
surveillance. Officials in Boston, for example, were considering using security
cameras to scan thousands of faces at outdoor concerts. This data would be
uploaded to a service that could match each face against a million others per second.
In the end, officials decided against it. Concern for privacy, on that occasion,
trumped efficiency. But this won’t always be the case. 

As technology advances, we’re sure to see a dramatic growth of surveillance. The
good news, if you want to call it that, is that once thousands of security cameras in
our cities and towns are sending up our images for analysis, police won’t have to
discriminate as much. And the technology will no doubt be useful for tracking
down suspects, as happened in the Boston Marathon bombing. But it means that
we’ll all be subject to a digital form of stop and frisk, our faces matched against
databases of known criminals and terrorists. 

The focus then may well shift toward spotting potential lawbreakers—not just
neighborhoods or squares on a map but individuals. These preemptive campaigns,
already well established in the fight against terrorism, are a breeding ground for
WMDs. 

In 2009, the Chicago Police Department received a $2 million grant from the
National Institute of Justice to develop a predictive program for crime. The theory
behind Chicago’s winning application was that with enough research and data they
might be able to demonstrate that the spread of crime, like epidemics, follows
certain patterns. It can be predicted and, hopefully, prevented. 

The scientific leader of the Chicago initiative was Miles Wernick, the director of the
Medical Imaging Research Center at the Illinois Institute of Technology (IIT).
Decades earlier, Wernick had helped the US military analyze data to pick out
battlefield targets. He had since moved to medical data analysis, including the
progression of dementia. But like most data scientists, he didn’t see his expertise as
tethered to a specific industry. He spotted patterns. And his focus in Chicago would
be the patterns of crime, and of criminals. 



The early efforts of Wernick’s team focused on singling out hot spots for crime,
much as PredPol does. But the Chicago team went much further. They developed a
list of the approximately four hundred people most likely to commit a violent crime.
And it ranked them on the probability that they would be involved in a homicide. 

One of the people on the list, a twenty-two-year-old high school dropout named
Robert McDaniel, answered his door one summer day in 2013 and found himself
facing a police officer. McDaniel later told the Chicago Tribune that he had no history
of gun violations and had never been charged with a violent crime. Like most of the
young men in Austin, his dangerous West Side neighborhood, McDaniel had had
brushes with the law, and he knew plenty of people caught up in the criminal
justice system. The policewoman, he said, told him that the force had its eye on him
and to watch out. 

Part of the analysis that led police to McDaniel involved his social network. He knew
criminals. And there is no denying that people are statistically more likely than not
to behave like the people they spend time with. Facebook, for example, has found
that friends who communicate often are far more likely to click on the same
advertisement. Birds of a feather, statistically speaking, do fly together. 

And to be fair to Chicago police, they’re not arresting people like Robert McDaniel,
at least not yet. The goal of the police in this exercise is to save lives. If the four
hundred people who appear most likely to commit violent crimes receive a knock on
the door and a warning, maybe some of them will think twice before packing a gun. 

But let’s consider McDaniel’s case in terms of fairness. He hap pened to grow up in a
poor and dangerous neighborhood. In this, he was unlucky. He has been
surrounded by crime, and many of his acquaintances have gotten caught up in it.
And largely because of these circumstances—and not his own actions—he has been
deemed dangerous. Now the police have their eye on him. And if he behaves
foolishly, as millions of other Americans do on a regular basis, if he buys drugs or
gets into a barroom fight or carries an unregistered handgun, the full force of the
law will fall down on him, and probably much harder than it would on most of us.
After all, he’s been warned. 

I would argue that the model that led police to Robert McDaniel’s door has the
wrong objective. Instead of simply trying to eradicate crimes, police should be
attempting to build relationships in the neighborhood. This was one of the pillars of
the original “broken-windows” study. The cops were on foot, talking to people,
trying to help them uphold their own community standards. But that objective, in
many cases, has been lost, steamrollered by models that equate arrests with safety. 



This isn’t the case everywhere. I recently visited Camden, New Jersey, which was
the murder capital of the country in 2011. I found that the police department in
Camden, rebuilt and placed under state control in 2012, had a dual mandate:
lowering crime and engendering community trust. If building trust is the objective,
an arrest may well become a last resort, not the first. This more empathetic approach
could lead to warmer relations between the police and the policed, and fewer of the
tragedies we’ve seen in recent years—the police killings of young black men and the
riots that follow them. 

From a mathematical point of view, however, trust is hard to quantify. That’s a
challenge for people building models. Sadly, it’s far simpler to keep counting arrests,
to build models that assume we’re birds of a feather and treat us as such. Innocent
people surrounded by criminals get treated badly, and criminals surrounded by a
law-abiding public get a pass. And because of the strong correlation between
poverty and reported crime, the poor continue to get caught up in these digital
dragnets. The rest of us barely have to think about them. 




